
 

If there is a hyperplanethat

an perfectly classify data
data is linearly separable
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we wanttoyind a boundary that is a maximum marginhyperplane

A small margin boundary highly sensitive to noise
or slightly different dataset tuna worse generalization
on unseen dataset

Bigger margin less complex model hence better
generalization

For a Binary class problem
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Let Txt b o equation of separating hyperplane d t

dimension that separatesthe two classes

In 2d Its a line
In 3 d Its a plane



This is achieved by placing them on opposite sides Hence
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distanceof any point inthe feature spaceto
the

Dex thief hyperplane

Let
K o Distance of closest pt with yes from hyperplane
K so Distance of closest pot with y

s from hyperplane

we have constraints
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combining the 2 equations let m Kt k

Margin 2M M distance from either sideof the tiny
We want to find maximum margin hyperplane that followstheabove constraints
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any web satisfy above constraint then their

scaled versions would also satisfy it



Conveniently choosing W I
we have equivalent pagan
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